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ABSTRACT 

 
Diabetic retinopathy (DR) is one of the potential complications of diabetes that may cause blindness in 

people worldwide. The purpose of computer-aided detection or diagnosis (CAD) technology has to serve as a 
second reader for the radiologists. This paper presents an algorithm based on Support Vector Machine for the 
computer-assisted detection of exudates in fundus images of human retina for the diagnosis of diabetic 
retinopathy. The disease is diagnosed by the presence of exudates in the macular region. The selected feature 
vectors are then classified using a Support Vector Machine classifier. The algorithm was implemented using a 
large image dataset consisting of 300 manually labeled retinal images, and could identify affected retinal 
images with 95.0% sensitivity and specificity of 92.3%. 
Keywords: Diabetic retinopathy, fundus image, support vector machines, retinal exudates, Computer aided 
detection. 
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INTRODUCTION 
 
Retinal images of humans play an important role in the detection and diagnosis of many eye diseases 

for ophthalmologists. Some of the diseases are glaucoma, Diabetic retinopathy and macular degeneration. 
Diabetic Retinopathy is a severe and widely spread eye disease which can be regarded as manifestation of 
diabetes on retina. The primary effect of DR is that it can cause vascular damage on the retina before the 
patient develops more severe symptoms. The damage on the retina is not uniformly distributed, which means 
the relation of pupil response to light stimulus on the center of the retina and on the peripheral of the retina 
will be different for a patient with DR and a healthy person. Images of the ocular fundus, i.e., retinal images, 
can assist in the diagnosis and treatment of retinal, ophthalmic, and even systemic diseases, such as diabetes, 
hypertension, and arteriosclerosis. Automatic detection of lesions in retinal images can assist in early diagnosis 
and screening of Diabetic Retinopathy. Exudates are the primary sign of Diabetic Retinopathy. So detection of 
exudates is the fundamental requirement to diagnose the progress of Diabetic Retinopathy.   

 
Numerous algorithms have been proposed to detect early signs of DR from Colour Fundus Images. 

The first such method was presented by Oien et al. [11]. In later methods, a rule-based classification was 
added to the processing pipeline [6, 8, 12, 13]. 

 
In the lesion-based criterion, each single exudate lesion is regarded as an individual connected region, 

where this region can comprise one or more pixels. Each abnormal retinal image can be segmented into a 
number of exudate regions. By considering a set of retinal images and applying an appropriate segmentation 
technique, a dataset of exudate regions will be created. 

 
Exudates detection and identification was investigated by Phillips et al. [2, 3]. In image-based 

diagnostic assessment way, each image is examined and a decision is made to illustrate whether the image has 
some evidence of DR, purely based on the absence or presence of exudates anywhere in the image.  

 
Detecting retinal exudates in a large number of images that are generated by screening programmes 

[1] and need to be repeated at least annually is very expensive in professional time and open to human error. 
With this motivation in mind, we have developed an intelligent system using Support Vector Machine classifier 
to automate the preliminary analysis and diagnosis of DR disease. This system combines computational 
intelligence and pattern recognition with machine learning techniques to analyze diabetic retinal images. 
Through this system, the abnormal retinal images are automatically discriminated from normal images, and an 
accurate assessment of retinopathy severity is obtained at pixel level. 

 
Computational intelligence has emerged as a rapidly growing field in recent years. Its various 

techniques, e.g., Neural Networks, fuzzy systems, evolutionary computing and machine learning have been 
recognized as a collection of powerful tools for intelligent information processing, decision making, and 
knowledge management in applications such as medical diagnosis. This could be due to the potential of these 
systems to deal in a suitable way with imprecision, uncertainty, and partial truth. In this paper the 
classification of hard exudates using support vector machine is done for the fundus images.   

 
MATERIALS AND METHODS 

 
 

Image Acquisition 
 
A large dataset was constructed with manually labeled images for both training and testing of our 

method. This dataset consists of 300 images taken from a screening program for DR. The images were 
acquired using a Cannon nonmydriatic CR6-45NM camera. Each image was captured using 24 bit per pixel at a 
resolution of 760×570 pixels. Of the 300 images in the dataset, 150 are of patients with no pathologies 
(normal) and the rest of the images are abnormal (contain pathologies such as exudates, cotton wool spots, 
microaneurysms, and hemorrhages). Examples of such images are shown in Fig. 1.  

 



ISSN: 0975-8585 
 

May – June  2015  RJPBCS   6(3)  Page No. 442 

          
 

Figure 1: Examples of DR images. 

 
Preprocessing 

 
Typically, there is wide variation in the color of fundus from different patients that is strongly 

correlated to the person’s genetic and their iris color. Therefore, we are using two preprocessing steps before 
commencing the detection of exudates. The first step is normalizing the color of the retinal images across the 
dataset. We selected a retinal image as a reference [Fig. 2(a)], and then applied histogram equalization to 
modify the values of each image in the database [for example, Fig. 2(b)] such that its frequency histogram 
matched the reference image distribution.  

 

 
Figure 2: (a) Fundus Image, (b) Histogram equalized Image. 

 
The histogram specification technique was independently applied to each individual RGB channel to 

match the shapes of three specific histograms of the reference image. Here, the reference histograms were 
taken from an image, which represents a frequent retinal pigmentation color among our image dataset. This 
image was chosen in agreement with the expert ophthalmologist. 

 
Feature Extraction 

 
After pre-processing the image it need to be identified in terms of exudates and non-exudates. This is 

attempted, in a bottom-up approach, by extracting a set of features for each region and classifying the regions 
based on the generated feature vectors. 

 
 The normalized red, green and blue components of the preprocessed image were extracted as 

features for the classification phase. The features extraction process was done as in reference[9]. The colour 
component makes an accurate classification in the hard exudates separation process and gives a good 
measure. 
 
Classification using Support Vector Machine Classifier 

 
SVM is a constructive learning procedure rooted in statistical learning theory [10, 14]. It is based on the 

principle of structural risk minimization that is used to minimize the bound on the generalization error (i.e., 
error made by the learning machine on data unseen during training) rather than minimizing the mean square 
error over the data set. As a result, this leads to good generalization and an SVM tends to perform well when 
applied to data outside the training set. 
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SVM schemes use a mapping into a larger space so that cross products may be computed easily in 
terms of the variables in the original space making the computational load reasonable. The cross products in the 

larger space are defined in terms of a kernel function ),( yxK  which can be selected to suit the problem. The 
hyperplanes in the large space are defined as the set of points whose cross product with a vector in that space is 

constant. The vectors defining the hyperplanes can be chosen to be linear combinations with parameters  i  of 

images of feature vectors which occur in the data base. With this choice of a hyperplane that points x  in the 

feature space which are mapped into the hyperplane are defined by the relation,  
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Where si Nis ,.....,2,1, 
 , is the subset of training samples 

},.....,2,1,{ Nixi 
are the support 

vectors and b is a constant value. By introducing the kernel, SVMs gain flexibility and SVMs can be robust, 
even when the training sample has some bias. The support vectors in the Fig 3 are elements of the training set 
that lie exactly on or inside the decision boundaries of the classifier. The classifier uses these borderline 
examples to define its decision boundary between the two classes (i.e Exudates ‘present’ or ‘absent’). 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3: Support Vector Machine with a hyperplane 

 
EXPERIMENTAL ANALYSIS AND RESULTS 

 
To investigate the effectiveness of the proposed method, an image dataset of 300 labeled retinal 

images including 150 normal and 150 abnormal images is considered.  In most cases, medical images are based 
on carrying less information than color images. Medical images are usually low resolution and high noise 
images. Moreover, color and intensity are not as important in medical images as in photographs; texture 
analysis becomes crucial in medical image. Texture also refers to visual patterns which have properties of 
homogeneity and cannot result from the presence of only a single color or intensity [4]. Texture perception 
plays an important role in the human visual system of recognition and interpretation. The texture features 
were captured for each pixel and were extracted from the DR and normal images. For the purpose of SVM 
training a total of 2050 patterns were taken which has both normal and abnormal pixels. 

 
The designed SVM classifier is a two class classifier that organizes all training sets into two classes, 

namely, ‘Exudates present’ and ‘Exudates absent’. The kernel function plays a central role of implicitly mapping 
the input vector into high dimensional feature space, in which better separability is achieved. There are two 
common kernel functions for nonlinear feature mapping 1. Gaussian function 2. Polynomial function.   Many 
classification problems are always separable in feature space and are able to obtain better accuracy by using the 
Gaussian kernel function than the linear and polynomial kernel functions [15], [16].the Gaussian radial basis 
function (RBF) kernel used has the form, 
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Where 0 is a constant that defines the kernel width. 

 
 In Fig. 4 abnormal segments of hard exudates are detected using the SVM classifier. From the 
ROC plot in Fig. 5 it is clear that the image performance is better than the other approaches found in literature. 
Maximum accuracy is achieved at an operating point giving a sensitivity of 95.0% and specificity of 92.3%.  The 
results demonstrate the best discriminating power of the texture features.  
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Figure 5: Receiver Operator Characteristic Curve 
 

CONCLUSION 
 

In this paper, Support Vector Machine toward the development of an automated computational-
intelligent-based decision support system for the purpose of detecting and classifying exudates pathologies of 

 

   
 

    
 

Figure 4:  Fundus images and the detection of hard exudates results using SVM Classifier. 
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DR. The presentation of a complete, general CAD system approach applied to the automatic largescale 
screening for diabetic retinopathy is a second contribution. In contrast with much previous work, the proposed 
system functions on all scales—from pixels to exams and gives good performance metrics. 
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